Evaluating the accuracy and economic value of a new test in the absence of a perfect reference test
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Background: Streptococcus pneumoniae (SP) pneumonia is often treated empirically as diagnosis is challenging because of the lack of a perfect test. Using BinaxNOW-SP, a urinary antigen test, as an add-on to standard cultures may not only increase diagnostic yield but also increase costs.

Objective: To estimate the sensitivity and specificity of BinaxNOW-SP and subsequently estimate the cost-effectiveness of adding BinaxNOW-SP to the diagnostic work-up.

Design: We fit a Bayesian latent-class meta-analysis model to obtain estimates of BinaxNOW-SP accuracy that adjust for the imperfect accuracy of culture. Meta-analysis results were combined with information on prevalence of SP pneumonia to estimate the number of patients who are correctly classified under competing diagnostic strategies. Taking into consideration the cost of antibiotics, we determined the incremental cost of adding BinaxNOW-SP to the work-up per case correctly diagnosed.

Results: The BinaxNOW-SP test had a pooled sensitivity of 0.74 (95% credible interval [CrI], 0.67-0.83) and a pooled specificity of 0.96 (95% CrI, 0.92-0.99). An overall increase in diagnostic accuracy of 6.2% due to the addition of BinaxNOW-SP corresponded to an incremental cost per case correctly classified of $582 Canadian dollars.

Conclusions: The methods we have described allow us to evaluate the accuracy and economic value of a new test in the absence of a perfect reference test using an evidence-based approach.
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INTRODUCTION

For a number of medical conditions, a perfect diagnostic test (ie, one that is able to determine the disease status without error) does not exist. In the case of Streptococcus pneumoniae (SP), the most commonly identified causative organism in cases of community acquired pneumonia (CAP), etiologic diagnosis depends on culture from blood or respiratory samples. While these tests have near perfect specificity, they are believed to give false negative results for as many as 70% of cases,¹-³ meaning that most patients suspected of SP never receive a confirmed diagnosis. As a result, they are treated empirically with broad spectrum antibiotics, which increase the risk of antibiotic resistance and
nosocomial *Clostridium difficile* diarrhea. In an effort to improve the poor diagnostic yield of culture, it has been suggested that a urinary antigen test (BinaxNOW-SP), which has higher sensitivity, be performed simultaneously, and that a patient should be classified as positive for SP pneumonia if either test is positive. In principle, early identification of a case of SP pneumonia could result in antibiotic therapy being better targeted, ie, use of narrow spectrum antibiotics.

Evaluation of diagnostic accuracy or cost-effectiveness of new tests for CAP is complicated because of the lack of a perfect reference test. In particular, if the test being evaluated has higher sensitivity and/or specificity than the reference test, and the standard test is naively assumed to be a perfect reference test, then the additional patients correctly classified by the new test would be erroneously treated as false positive or false negative when the standard test fails. If the new test is also more expensive than the reference, as is often the case for recently developed tests, then a cost-effectiveness analysis to compare the new test with the standard test would always favour the imperfect reference.4,5 For this reason, for diseases where there is no perfect reference test, cost-effectiveness analyses comparing a new test to an imperfect standard test use subjective estimates for the sensitivity and specificity of the reference test.6,7 Typically, both the point estimates of these parameters and any uncertainty around them are determined subjectively.

In order to be valid, inputs to a cost-effectiveness analysis should be drawn from the best possible evidence, which is widely considered to be provided by a systematic review of efficacy or effectiveness of health interventions.8 In the context of diagnostic test evaluation where a perfect reference test is available, meta-analysis results can be directly used as inputs into a cost-effectiveness analysis via a Bayesian approach.8,11 In this article, we illustrate how a similar approach can be taken even in the absence of a perfect test, via the use of a latent class meta-analysis model.

Latent class models have been used to estimate the sensitivity and specificity of a new test in the absence of a gold-standard reference test in individual studies,12 their advantage being that they avoid the unrealistic assumption that the standard test has perfect sensitivity and specificity, while at the same time avoiding reliance on fixed guess values for sensitivity and specificity of the standard test. Recently, latent class models have also been used in the context of a meta-analysis.13-16 These models are particularly relevant in a meta-analysis setting when different reference tests are used for each included study. In addition to estimating the sensitivity and specificity of the test under evaluation, these models can also be used to obtain estimates of the sensitivity and specificity of the reference test(s) and the true disease prevalence.

Our objective is to illustrate the statistical methods involved in estimating the diagnostic accuracy and cost-effectiveness of a new diagnostic test in the absence of a perfect reference test. We illustrate our methods via application to the problem of determining the cost-effectiveness of a urinary pneumococcal antigen test for streptococcus pneumonia.

## Methods

We will begin by describing the Bayesian latent class meta-analysis model. We then present the economic decision model describing the diagnostic testing strategies to be compared. Next we describe how the incremental value of adding BinaxNOW-SP to the work-up can be estimated based on the results from the meta-analysis. Finally, we provide the inputs for the economic analysis model.

### Diagnostic meta-analysis model in the absence of a gold-standard reference

A recent systematic review identified 27 studies that had reported 2-by-2 tables comparing BinaxNOW-SP to different culture tests.17 The sensitivity and specificity of culture tests, which are typically developed in-house, are expected to vary across studies. Therefore, we felt a random effects model was suitable to pool these parameters. As BinaxNOW-SP is a commercial test, we expect a certain level of standardization across studies. None the less, because the accuracy of the test may be affected by patient characteristics (eg, prior antibiotic use) and study design, we anticipate that it may vary across studies. Therefore, for the index test (ie, the test under evaluation) as well, a random effects structure for the sensitivity and specificity is preferred. We also report on the results of fitting a fixed effects model to examine the extent of the improvement in model fit due to allowing for between-study variation in BinaxNOW-SP’s performance.

#### Notation

We denote the dichotomous index test as $T_{ij}$ and the dichotomous reference test as $T_{2j}$ in the jth study, $j = 1, \ldots, J$. A positive result on either test is denoted by 1 and negative result by 0. We denote the observed result in the jth study by the vector $T_{1j} = (t_{11j}, t_{10j}, t_{01j}, t_{00j})$, whose elements $t_{uvj}$ ($u, v = 0, 1$) denote the number of patients with results $T_{1j} = u$ and $T_{2j} = v$. The sample size of the jth study is given by $N_j = t_{11j} + t_{10j} + t_{01j} + t_{00j}$. Both the index test and reference test are assumed to be imperfect measures of a common underlying dichotomous latent variable D, the true disease status. The reference test may be composite in some studies, as in our motivating example.14 Let D denote the true disease status such that $D = 1$ and $D = 0$ denote disease positive and disease negative, respectively. The sensitivities of the tests in...
the jth study is given by $S_{pj} = P(T_{pj} = 1 | D = 1)$ and specificities by $C_{pj} = P(T_{pj} = 1 | D = 1)$, $p = 1, 2$.

The data in each study are assumed to arise from a hierarchical Bayesian meta-analysis model as described below. The meta-analysis model allowed for both within-study and between-study variability in the accuracy parameters.

### 2.1.2 Within-study level

Within each study, the vector $T_{12j}$ follows a multinomial distribution:

$$(t_{11j}, t_{10j}, t_{01j}, t_{00j}) \sim \text{Multinomial} \left( \left( p_{11j}, p_{10j}, p_{01j}, p_{00j} \right), N_j \right), j = 1, \ldots, J,$$

where

$$p_{uvj} = \pi_j S_{1j}^u (1 - S_{1j})^{1-u} S_{2j}^v (1 - S_{2j})^{1-v} + (1 - \pi_j) (1 - C_{1j})^u C_{1j}^{1-u} (1 - C_{2j})^v C_{2j}^{1-v}, u, v = 0, 1$$

### 2.1.3 Between-study level

The sensitivities and specificities in each study are assumed to come from a common population distribution. For both the index and the reference test, we used the structure commonly referred to in diagnostic meta-analysis as the bivariate model.18,19

$$\begin{pmatrix}
\log \left( \frac{S_{pj}}{1 - S_{pj}} \right) \\
\log \left( \frac{C_{pj}}{1 - C_{pj}} \right)
\end{pmatrix} \sim \begin{pmatrix}
\mu_{Sp} \\
\mu_{Cp}
\end{pmatrix}, \begin{pmatrix}
\sigma_{Sp}^2 & \rho \sigma_{Sp} \sigma_{Cp} \\
\rho \sigma_{Sp} \sigma_{Cp} & \sigma_{Cp}^2
\end{pmatrix}, p = 1, 2, j = 1, \ldots, J,$$

where $\mu_{Sp}$ is the pooled logit sensitivity of $T_p$, $\mu_{Cp}$ is the pooled logit specificity of $T_p$, $\sigma_{Sp}$ is the between-study variance in the logit sensitivity of $T_p$, $\sigma_{Cp}$ is the between-study variance in the logit specificity of $T_p$, and $\rho$ is the correlation between the logit sensitivity and logit specificity of $T_p$ across studies. To study the impact of ignoring the between-study variance in accuracy of BinaxNOW-SP, a fixed effects model for index test accuracy was fit by setting the parameters $\sigma_{Sp}$ and $\sigma_{Cp}$ to zero.

To keep the notation simple, we let $p = 2$ denote the reference test. In fact, in our application, we had 3 separate reference tests: (1) reference standard type A, a composite of blood culture, sputum (smear or culture), and culture of any other respiratory sample; (2) reference standard type B, a composite of a blood culture and sputum (smear or culture); (3) reference standard type C, a blood culture alone. Accordingly, separate hierarchical prior distributions were used for the accuracy of each of the 3 reference tests. For all 3 reference tests, we set the correlation ($\rho_2$) between the logit sensitivity and logit specificity across studies equal to 0 as the specificity of culture tests is believed to be consistently high in all studies. The bivariate meta-analysis model structure has been shown to be algebraically equivalent to the hierarchical summary receiver operating characteristic curve structure,20 which was used in our earlier application to the same data.17

### 2.1.4 Prior distributions

To estimate the model using a Bayesian approach, we used low information prior distributions for all parameters so as to allow the observed data to dominate the final inferences. The prevalence in each study is estimated separately using prior distributions $\pi_j \sim \text{Uniform}(0,1)$. The parameters $\mu_{Sp}$ and $\mu_{Cp}$ follow normal prior distributions with mean 0 and variance 100. The parameters $\sigma_{Sp}$ and $\sigma_{Cp}$ follow gamma prior distributions with a shape parameter of 2 and a rate parameter of 0.5. The parameter $\rho_1$ follows a $U(-1,1)$ distribution. If historical information or subjective knowledge is available about some parameters, eg, the sensitivity and specificity of a reference test, then these may be incorporated via informative prior distributions for $\mu_{Sp}$ and $\mu_{Cp}$.

### 2.1.5 Estimation

The parameters of the meta-analysis model were estimated using a Markov Chain Monte Carlo method implemented via OpenBUGS software.21 The OpenBUGS program is provided in Appendix. Three separate chains were run with different initial values. Initial values were dispersed but limited to a plausible region when possible. For example, the specificities of both index and reference tests in our application are believed to be very high. Therefore, we used initial values for the pooled specificity parameters that were dispersed in the region from 0.8 to 1. The posterior distribution in a latent class model is in fact multimodal, but there is only 1 of these modes that is meaningful while the remaining are referred to as “mirror solutions.” By selecting initial values in a plausible range, we were able to ensure that convergence of the Markov Chain Monte Carlo process to the “mirror solutions” was unlikely.14 The different initial values we used all converged to the same meaningful solution for our dataset. Convergence was evaluated using the Brooks-Gelman-Rubin statistic that is available within OpenBUGS. When we say below that we sampled from the posterior distribution, we mean we sampled from the posterior mode that provided the solution of interest.

### 2.1.6 Model comparison

The fixed and random effects models were compared in terms of the residual deviance and the deviance information criterion (DIC) statistic.22 A DIC that is 5 to 10 points less would be indicative of a substantially better model. The residual deviance, DIC, and pD statistics were calculated based on
the multinomial probabilities rather than on the sensitivities, specificities, and prevalence parameters. This approach is more appropriate for the type of mixture model we have here. We also calculated the contribution to the residual deviance from individual studies to identify any studies that are outliers.

2.1.7 | Statistics reported from the meta-analysis
For each of the pooled sensitivities and specificities, we extracted the following statistics from the joint posterior distribution: mean, median, equal-tailed 95% credible interval, 95% prediction interval. The posterior means and prediction intervals were used in the cost-effectiveness analyses as explained later.

2.1.8 | Adjusting for conditional dependence
The meta-analysis model can be extended to adjust for possible conditional dependence (ie, unexplained correlation between the index and reference tests) within each latent class in the jth study. Separate covariance parameters would be needed for every study within the 2 disease groups. The multinomial probability in each study would be modified as follows:

\[
p_{uvj} = \pi_j (S_{1j} u (1-S_{1j}))^{1-u} S_{2j} v (1-S_{2j})^{1-v} \\
\quad + (-1)^{(1-u)v+u(1-v)} \text{covp}_j \\
\quad + (1-\pi_j) ((1-C_{ij})^u C_{ij}^{1-u} (1-C_{2j})^v C_{2j}^{1-v} \\
\quad + (-1)^{(1-u)v+u(1-v)} \text{covn}_j),
\]

where \(-1 < \pi_j \) (1-S_{1j}) \leq \text{covp}_j \leq \min(S_{1j}, S_{2j}) - S_{1j} S_{2j} \text{ and }

\[-1 < C_{ij} \) (1-C_{2j}) \leq \text{covn}_j \leq \min(C_{ij}, C_{2j}) - C_{ij} C_{2j}.

However, the addition of these covariance parameters would render the model nonidentifiable, and a meaningful solution cannot be obtained unless informative prior distributions were used for at least 4 of the parameters in each study, eg, the sensitivity and specificity of the index and reference tests. This is because each study provides only 3 degrees of freedom, but the number of parameters to be estimated in each study exceeds this.

Because we did not wish to use informative priors, particularly on the accuracy parameters of the index test, we had to work with a simplified, constrained model. First, we reasoned that the impact of the conditional dependence between the specificities would be negligible as the specificities of both tests are high. Therefore, we constrained the covariance between the specificities (covn_j) to 0. Then, we set \text{covp}_j to a fixed percentage of its maximum value. This way, we were able to gauge the impact of conditional dependence indirectly without increasing the number of parameters in the model (see program in the Appendix). We compared competing meta-analysis models with different percentages of conditional dependence between the sensitivities using the residual deviance and DIC.

2.2 | Decision analytical model and inputs
When comparing BinaxNOW-SP to culture, it must be noted that BinaxNOW-SP cannot completely replace culture because culture results, when available, also provide information on the sensitivity of the cultured organism to antibiotics. Therefore, we compared the strategy of using a composite test of BinaxNOW-SP and culture versus the strategy of using culture alone for the detection of \textit{S pneumoniae}.

Figure 1 shows the economic decision model. Suspected CAP patients are tested by BinaxNOW-SP and have cultures drawn as soon as they present. We assume culture results would be available 48 hours later, while urine antigen results would be available 1 hour after sampling. By culture, we mean the equivalent of reference test type A in our meta-analysis, ie, a composite of blood culture, sputum (smear or culture), and culture of any other respiratory sample such that at least 1 positive is considered test positive. Based on our meta-analysis, the prediction intervals for the accuracies of all 3 tests were very similar (data not shown). Therefore, we did not compare strategies based on different culture tests in our economic analysis.

In the culture alone arm (ie, the single test decision rule arm), all patients are treated by empirical therapy for the first 2 days. From day 3, culture positive patients switch to targeted treatment, and culture negative patients continue on empirical treatment. In the BinaxNOW-SP and culture arm (ie, the composite test decision rule arm), patients who test positive for SP by either BinaxNOW-SP or culture are treated with targeted therapy. The literature on the influence of BinaxNOW-SP on clinical outcomes is sparse. Therefore, we defined cost-effectiveness in terms of the incremental cost per case correctly classified by adding BinaxNOW-SP to cultures as our primary outcome. We considered the incremental cost per \textit{C difficile} infection (CDI) avoided as a secondary outcome. The time horizon was 3 days for the number of correctly classified patients and 1 month for CDI avoided. Given the short time frame of both outcomes, we did not consider discounting of costs.

2.2.1 | Probability of classification based on each decision rule
The effectiveness of each diagnostic testing strategy, ie, the probability of correct classification, is determined using the
pooled estimates of sensitivity (denoted $S_2$) and specificity ($C_2$) of the reference test ($T_2$, culture in our application), the sensitivity ($S_1$) and specificity ($C_1$) of the index test ($T_1$, BinaxNOW-SP in our application) together with the prevalence ($\pi$). The expressions for the probabilities of falling in each terminal node in Figure 1 is given in the Appendix in Table A1. Values of these probabilities are calculated using the meta-analysis output by sampling from the 95% posterior prediction intervals of the sensitivities and specificities. We chose to sample from the prediction interval rather than the credible interval as our cost-effectiveness analyses apply to an individual study setting in the future.

The results of BinaxNOW-SP and culture will be combined using a disjunctive positivity criterion (ie, a rule by which a patient is classified as disease positive when either test is positive). This composite rule will gain sensitivity but lose specificity compared to a decision rule based on culture alone. In Appendix Table A2, we present the expressions for the sensitivity and specificity of the composite decision rule and the incremental proportion of correct classification of using the composite rule versus the reference test alone. Expressions are also provided for the conjunctive positivity criterion (ie, a rule by which a patient is classified as disease positive only when both tests are positive) for the interested reader.

2.2.2 Other inputs to the economic model

Estimates of disease prevalence varied considerably in the studies included in our meta-analysis with the posterior means distributed roughly uniformly from 0.1 to 0.66. Therefore, we did not feel the results of our meta-analysis could provide a useful estimate for the prevalence. Based on subjective input from a clinical expert at our hospital centre, we assumed that the true prevalence of SP pneumonia among inpatients was 30%. However, given the lack of a definitive diagnostic method, this estimate cannot be verified. Therefore, in sensitivity analyses, we considered other values of the prevalence as explained below. In the primary cost-effectiveness analysis, we considered only costs for antibiotic treatment of pneumonia and cost of BinaxNOW-SP. Please see the Appendix for details of the secondary analysis where we considered Clostridium difficile diarrhea as an outcome.

The cost of antibiotics (in Canadian dollars) were obtained from the Department of Pharmacy and Therapeutics at the McGill University Hospital Centre (MUHC), a university-affiliated tertiary care centre in Montreal, Canada (Table 1). Following MUHC guidelines for use of antibiotics for pneumonia, we assumed that ceftriaxone plus azithromycin are used for empirical treatment. Following the Infectious Diseases Society of America/American...
Thoracic Society Consensus Guidelines (2007), we assumed that penicillin G is the preferred antibiotic for targeted treatment of SP. Because the model is limited to inpatients, both decision arms were assumed to receive the same routine care. Thus, for simplicity, we do not account for other costs, such as the nursing time for intravenous administration of antibiotics, which would be the same in both arms.

### 2.2.3 Cost-effectiveness analysis

To compare the 2 testing strategies—testing with culture alone (strategy 1) vs testing with culture and BinaxNOW-SP (strategy 2)—we estimated the incremental cost-effectiveness ratio (ICER) for our 2 outcomes of interest as follows:

\[
ICER = \frac{E(\text{Cost of strategy } 2) - E(\text{Cost of strategy } 1)}{E(\text{Effectiveness of strategy } 2) - E(\text{Effectiveness of strategy } 1)}
\]

where E() denotes the expected value or mean value, which is the preferred statistic for cost-effectiveness analyses.

We used Monte Carlo simulations to capture the uncertainty of inputs to the model. We randomly drew 10,000 sets of the predictive sensitivity and specificity values of the BinaxNOW-SP and culture tests from the best fitting meta-analysis model, as well as 10,000 sets from the distributions of other parameters given in Table 1. The ICERs were calculated by estimating the expected costs and effectiveness values across these 10,000 sets.

To study the robustness of our estimates of effectiveness and cost-effectiveness, we performed sensitivity analyses using alternative estimates for the fixed prevalence of SP pneumonia ranging from 0.02 to 0.8. First, we estimated the change in the incremental probability of correct classification with the change in prevalence of SP. We then used a net monetary benefit (NMB) analysis to determine cost-effectiveness at the different fixed values of the prevalence. The net monetary benefit was calculated using the following formula: \(NMB = WTP \times \Delta P - \Delta Cost\), where WTP denotes the "willingness to pay per percentage of correct classification," \(\Delta P\) denotes the difference in percentage of correct classification between the 2 strategies and \(\Delta Cost\) denotes the difference in cost.

A positive NMB indicates that the addition of BinaxNOW-SP to culture is cost-effective; if NMB is a negative value, the addition of BinaxNOW-SP to culture is considered not cost-effective. Because there is no generally accepted threshold of willingness to pay for one additional correct classification, we used thresholds of $200, $500, and $1,000 in this analysis.

We also performed a sensitivity analysis to study the impact of the conditional dependence between the sensitivities of the 2 tests. This was done by drawing 10,000 sets of sensitivity and specificity estimates obtained from different meta-analysis models that adjusted for different percentages of conditional dependence (see Appendix Table A3).

The economic evaluation was conducted from the perspective of the MUHC. All costs are expressed in 2011 Canadian dollars. We conducted the economic analysis using SAS 9.4.25

### Table 1 Inputs to the economic model

<table>
<thead>
<tr>
<th>Effectiveness</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity of BinaxNOW-SP test, %</td>
<td>Mean = 72.9 (prediction interval 67.1, 82.7)</td>
<td>Latent-class meta-analysis</td>
</tr>
<tr>
<td>Specificity of BinaxNOW-SP test, %</td>
<td>Mean = 95.7 (prediction interval 84.8, 99.6)</td>
<td>Latent-class meta-analysis</td>
</tr>
<tr>
<td>Sensitivity of culture test, %</td>
<td>Mean = 61.9 (prediction interval 17.8, 91.5)</td>
<td>Latent-class meta-analysis</td>
</tr>
<tr>
<td>Specificity of culture test, %</td>
<td>Mean = 97.4 (prediction interval 86.4, 99.9)</td>
<td>Latent-class meta-analysis</td>
</tr>
<tr>
<td>Covariance between sensitivities</td>
<td>Fixed percentage of maximum covariance</td>
<td>Latent-class meta-analysis</td>
</tr>
<tr>
<td>True prevalence of <em>S Pneumonia</em></td>
<td>0.3 (sensitivity analysis 0.02, 0.8)</td>
<td>Estimate</td>
</tr>
<tr>
<td>Nonresponse rate of antibiotics used in UA positive and culture negative branch</td>
<td>Uniform distribution (0.05, 0.15)</td>
<td>Estimate</td>
</tr>
<tr>
<td>Days of taking antibiotics</td>
<td>Uniform distribution (7, 14)</td>
<td>MUHC guidelines</td>
</tr>
<tr>
<td>Cost (Canadian dollar in 2011)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BinaxNOW-SP test</td>
<td>38 per test (fixed value)</td>
<td>MUHC</td>
</tr>
<tr>
<td>Ceftriaxone (IV 2 g q 24 h)</td>
<td>2.60 per day (fixed value)</td>
<td>MUHC</td>
</tr>
<tr>
<td>Moxifloxacin (IV 400 mg q 24 h)</td>
<td>25.13 per day (fixed value)</td>
<td>MUHC</td>
</tr>
<tr>
<td>Penicillin G (IV 8-12 million units/day)</td>
<td>2.11 per day (fixed value)</td>
<td>MUHC</td>
</tr>
<tr>
<td>Azithromycin (oral 500 mg q day × 7 days)</td>
<td>1.20 per day (fixed value)</td>
<td>MUHC</td>
</tr>
</tbody>
</table>

Abbreviations: CDI, *Clostridium Difficile* infection; MUHC, McGill University Health Centre; SD, standard deviation; UA, urine antigen.
3 | RESULTS

3.1 | Meta-analysis

The data from the 27 studies included in the meta-analysis are displayed in Table 2, and the results of the fixed and random effects meta-analysis models that assume conditional independence between the tests appear in Table 3. The total residual deviance (Table 3) is clearly lower for the random effects model as is the DIC, leading us to select this model. Based on this model, we can see that the pooled sensitivity of BinaxNOW-SP is clearly improved compared to those of the 3 reference tests. However, its pooled specificity is slightly lower. Figure 2 summarizes the pooled sensitivity and specificity of BinaxNOW-SP together with 95% credible and prediction regions. This figure shows that there is some heterogeneity in the sensitivity of BinaxNOW-SP across the studies, but the specificity was generally high in all studies. It is interesting to note from Table 3 that the reference type A, which was based on a composite of a greater number of culture tests, had a higher pooled sensitivity as expected, followed by reference type B and type C. Also, the pooled specificity of reference type A is also the lowest, followed by reference type B and type C.

The individual contributions of each study to the residual deviance also show that the random effects model decreases these contributions for many studies (Table 2). Because each study contributes 3 independent data points, we can expect

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Fixed Effects Model</td>
</tr>
<tr>
<td>1</td>
<td>A</td>
<td>55</td>
<td>81</td>
<td>23</td>
<td>224</td>
<td>2.61</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>48</td>
<td>30</td>
<td>11</td>
<td>179</td>
<td>3.79</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>11</td>
<td>24</td>
<td>5</td>
<td>118</td>
<td>2.48</td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>16</td>
<td>15</td>
<td>9</td>
<td>207</td>
<td>2.41</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>23</td>
<td>11</td>
<td>9</td>
<td>65</td>
<td>2.19</td>
</tr>
<tr>
<td>6</td>
<td>A</td>
<td>63</td>
<td>52</td>
<td>20</td>
<td>214</td>
<td>2.58</td>
</tr>
<tr>
<td>7</td>
<td>A</td>
<td>44</td>
<td>8</td>
<td>38</td>
<td>125</td>
<td>4.36</td>
</tr>
<tr>
<td>8</td>
<td>A</td>
<td>27</td>
<td>41</td>
<td>14</td>
<td>138</td>
<td>2.76</td>
</tr>
<tr>
<td>9</td>
<td>A</td>
<td>25</td>
<td>42</td>
<td>15</td>
<td>65</td>
<td>3.63</td>
</tr>
<tr>
<td>10</td>
<td>A</td>
<td>75</td>
<td>34</td>
<td>45</td>
<td>244</td>
<td>3.36</td>
</tr>
<tr>
<td>11</td>
<td>A</td>
<td>23</td>
<td>14</td>
<td>5</td>
<td>49</td>
<td>2.96</td>
</tr>
<tr>
<td>12</td>
<td>A</td>
<td>21</td>
<td>56</td>
<td>12</td>
<td>658</td>
<td>2.74</td>
</tr>
<tr>
<td>13</td>
<td>B</td>
<td>37</td>
<td>58</td>
<td>28</td>
<td>762</td>
<td>2.82</td>
</tr>
<tr>
<td>14</td>
<td>B</td>
<td>26</td>
<td>26</td>
<td>17</td>
<td>193</td>
<td>2.87</td>
</tr>
<tr>
<td>15</td>
<td>B</td>
<td>3</td>
<td>6</td>
<td>0</td>
<td>50</td>
<td>5.14</td>
</tr>
<tr>
<td>16</td>
<td>B</td>
<td>20</td>
<td>24</td>
<td>3</td>
<td>109</td>
<td>5.13</td>
</tr>
<tr>
<td>17</td>
<td>B</td>
<td>8</td>
<td>1</td>
<td>3</td>
<td>47</td>
<td>4.27</td>
</tr>
<tr>
<td>18</td>
<td>B</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>67</td>
<td>3.12</td>
</tr>
<tr>
<td>19</td>
<td>B</td>
<td>9</td>
<td>11</td>
<td>5</td>
<td>42</td>
<td>2.31</td>
</tr>
<tr>
<td>20</td>
<td>B</td>
<td>7</td>
<td>25</td>
<td>17</td>
<td>103</td>
<td>3.59</td>
</tr>
<tr>
<td>21</td>
<td>B</td>
<td>14</td>
<td>1</td>
<td>4</td>
<td>85</td>
<td>7.43</td>
</tr>
<tr>
<td>22</td>
<td>B</td>
<td>33</td>
<td>87</td>
<td>39</td>
<td>325</td>
<td>3.19</td>
</tr>
<tr>
<td>23</td>
<td>B</td>
<td>3</td>
<td>15</td>
<td>5</td>
<td>103</td>
<td>3.04</td>
</tr>
<tr>
<td>24</td>
<td>C</td>
<td>17</td>
<td>16</td>
<td>10</td>
<td>126</td>
<td>2.89</td>
</tr>
<tr>
<td>25</td>
<td>C</td>
<td>27</td>
<td>54</td>
<td>9</td>
<td>239</td>
<td>2.56</td>
</tr>
<tr>
<td>26</td>
<td>C</td>
<td>11</td>
<td>27</td>
<td>4</td>
<td>54</td>
<td>2.22</td>
</tr>
<tr>
<td>27</td>
<td>C</td>
<td>51</td>
<td>23</td>
<td>8</td>
<td>77</td>
<td>5.98</td>
</tr>
</tbody>
</table>
the contribution of each study to be around 3 and consider values above 6 to be high.23 There was only 1 such study (study 21). We can see that those studies that had fewer BinaxNOW-SP positive than culture positive subjects and those studies with small numbers of subjects in one or more cells of the 2-by-2 table had higher residuals.

The comparison of meta-analysis models allowing for different percentages of conditional dependence is summarized in Appendix Table A3. The addition of a constrained covariance term did not improve the DIC or residual deviance. Therefore, we retained the random effects model assuming conditional independence between the tests for the primary economic analysis.

3.2 | Economic analysis

Table 4 shows the results of the primary cost-effectiveness analysis in terms of the cost per patient correctly classified. Compared with culture alone, BinaxNOW-SP plus culture significantly improves the overall sensitivity by identifying an additional 915 of 3002 SP patients. Conversely, because a
positive result on either test is considered to be SP, addition of BinaxNOW-SP reduces the specificity because of the false-positive classification of 296 of 6998 non-SP patients. Thus, the overall accuracy (patients correctly classified as either SP or non-SP) increased by a mean (SD) value of 6.2%. The increased accuracy corresponds to an incremental cost per patient of $36, and the incremental cost per case correctly classified of $582.

We estimated that the addition of BinaxNOW-SP would help avoid roughly 12 CDI cases per 10 000 inpatients, with an incremental cost of $33.9 per patient. The total incremental cost per CDI avoided (ICER) is $29 234. See Table A5 in the Appendix for details.

### 3.3 | Sensitivity analyses

#### 3.3.1 | Prevalence of SP and cost of empirical antibiotics therapy

We found that the incremental probability of correct classification increases with the prevalence of SP over the range explored, a trend resulting from the greater sensitivity of BinaxNOW-SP plus culture over culture (see Figure 3A). However, the prevalence of SP has a negligible impact on incremental cost, as the whole sale price of purchasing generic antibiotics for both targeted therapy and empirical therapy at the MUHC was low and relatively similar, meaning the incremental cost is largely driven by the cost of BinaxNOW of $38 per test.

Figure 3B presents the results of the net monetary benefit analysis. In brief, the NMB increases with the greater prevalence of SP. The 3 willingness-to-pay (WTP) lines intersected at a prevalence of SP of 12%. At this prevalence, the incremental probability of correct classification was zero, and only the cost of BinaxNOW-SP contributes to the estimates of NMB. Compared with culture alone, the combination of BinaxNOW-SP plus culture would be cost-effective (ie, NMB values would be positive) when the prevalence of SP is greater than 62%, 33%, and 23% at the WTP per correct classification of $200, $500, and $1000, respectively.

The cost of antibiotics impacts the incremental cost significantly. If the cost of empirical therapy increases to $28 per day from $3.8 per day, while the cost of targeted therapy remains constant, then the overall cost of both testing strategies becomes the same.

#### 3.3.2 | Conditional dependence model

The results of the economic analysis when using the sensitivity and specificity estimates from meta-analysis models with different covariance between the sensitivities are given in Appendix Table A4. In brief, when including the covariances between the 2 tests in the meta-analysis models, the predicted sensitivities of both tests were reduced. The overall incremental proportion correctly classified by adding BinaxNOW Test ranged from 5.8% to 7.3% for models with different levels of covariance, while the incremental cost was almost the same in all models. There was no clear tendency of the ICER to change with the level of conditional dependence. The incremental cost per case correctly classified ranged from $497 to $631.

### 4 | DISCUSSION

#### 4.1 | Diagnostic accuracy and economic evaluation of a new test in the absence of a gold standard

Evaluation of a new diagnostic test in the absence of a gold-standard reference remains a challenging problem in health technology assessment. We have described an application integrating the results of a latent class meta-analysis model into a cost-effectiveness analysis. The advantage of this approach is that instead of using subjective plug-in values for the sensitivity and specificity of the new test and the standard test, we are able to account for the uncertainty in these values as determined by a meta-analysis. Our latent class meta-analysis model resulted in a significantly higher estimate of BinaxNOW-SP specificity, compared with a meta-analysis model that treated culture as perfect (specificity
This is because patients previously classified as false positives (BinaxNOW-SP+, Culture–) under the standard analysis had the chance of being classified as true positives under the latent class model.

Compared with the classic economic model to determine treatment strategies and corresponding clinical and economic outcomes following true positive (TP), false negative (FN), false positive (FP), and true negative (TN) results,8,26 we modeled the patient pathway considering the timing of testing and treatment adjustment. All patients are treated empirically in the absence of any test results. Treatment may then be adjusted as the first and second test’s results become available, and further adjustment may be made by monitoring the patients’ responses.

### 4.2 Percentage of correct classification versus clinical outcomes

Clinical outcomes, frequently represented by quality adjusted life years, are preferred in health economic evaluations of therapeutic interventions. However, it is not evident that they should be the outcome of choice in the economic evaluation of a diagnostic test. Randomized clinical trials (RCTs) have shown that improved accuracy of diagnostic tests is not always consistent with better clinical outcomes.27 This may be in part because of the difficulty in performing such RCTs because of the very high sample size needed to achieve adequate power. It may also be due to unsuccessful
implementation of the treatment protocol despite improved diagnostic classification. Two RCTs have studied the efficacy of empirical treatment versus treatment adjusted according to the results of BinaxNOW-SP in CAP.28,29 Neither found a significant difference in clinical outcomes or adverse events between groups.

Given the difficulty in performing an RCT to study the impact of BinaxNOW-SP on clinical outcomes, a modeling-based approach relying on indirect information may be useful in projecting the possible outcome of such an RCT. Therefore, we performed a secondary analysis to estimate the cost-effectiveness in terms of cost per CDI avoided. We found that targeted therapy can lead to slightly reduced CDI risk. However, we found that the incremental cost of a testing strategy involving BinaxNOW-SP would be very high resulting in a very high ICER unless there is a significant background risk of CDI.

Ultimately, the interest in curbing antibiotic use is to lessen risk of *C difficile* diarrhea and antibiotic resistance at the institutional level. However, we did not attempt to model these outcomes as it would have required a very complex model and a number of unverifiable assumptions.

### 4.3 Trading off gain vs loss in a composite decision rule

As illustrated in our application, compared with decision rules based on a single imperfect test, composite decision rules based on multiple imperfect tests do not necessarily improve overall diagnostic accuracy. The composite test strategy may have advantages in specific situations, such as when we wish to have high sensitivity to maximize case detection, or alternatively when we want to maximize positive predictive value to avoid harm from unnecessary treatment. However, as we have shown, this gain in sensitivity is accompanied by a loss of specificity. The methods we have illustrated can help to quantify the gain and loss of a composite versus a single test alone to support patient management. This is crucial for this particular problem where a gain in identification of SP cases is the desired target, but it must be traded off with the loss of treating a non-SP case too conservatively with a targeted treatment.

### 4.4 Incremental value of a diagnostic test

In recent decades, there has been considerable interest in estimating the incremental value of a diagnostic or screening test rather than a limited focus on its sensitivity and specificity.30 As our application illustrates, when considering the impact of adding a test to the work up, its incremental value is ultimately what determines its cost-effectiveness. Whereas we have described a composite decision rule based on the test results themselves, in other situations, it is possible that predictive values obtained from the latent class model may be used.31 In other settings where multiple tests are used, an additional uncertainty may be the optimal sequence of testing needed to minimize the cost of testing.

#### 5 CONCLUSIONS

In conclusion, we have illustrated how to evaluate the diagnostic accuracy and economic value of a new test in the absence of a gold-standard test using an evidence-based approach. This model may be further extended to include covariates, alternative outcomes, and additional imperfect tests.

#### REFERENCE


**SUPPORTING INFORMATION**

Additional Supporting Information may be found online in the supporting information tab for this article.

**How to cite this article:** Xie X, Sinclair A, Dendukuri N. Evaluating the accuracy and economic value of a new test in the absence of a perfect reference test. *Res Syn Meth.* 2017. https://doi.org/10.1002/jrsm.1243